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Introduction and Motivation

What makes policy-driven machine learning different?

I Data might not be available upfront −→ Online Algorithm

I Human decision makers in the loop −→ Meta Algorithm

I Fair and Accurate

Online Binary Classification With Fairness

Given: A set of experts f ∈ F , where f : (X ,Z) −→ {0, 1}
At each round:

I An individual arrives with sensitive attributes z, and non-sensitive attributes x

I Sample an expert and use it’s prediction

I Observe true label and update weights on experts
Goal:

1. Regret
T∑
t=1

`(f t(xt, zt), yt)− inf
f∈F

T∑
t=1

`(f(xt, zt), yt)

2. Equalized Odds [2]

|E[Ŷ = 1|Y = 1, Z = A]− E[Ŷ = 1|Y = 1, Z = B]| ≤ ε

Methodology

Key Ideas

I Running separate instances of Multiplicative Weights algorithm for each group
and label combination

I Randomize between instances help with fairness

I Obtain optimal selection probability between instances by optimizing regret and
fairness bound

Algorithm

Figure 1: Fairness-aware RMW algorithm

Theorem 0.1: Upper Bound On Regret

Let αtz,− =
∑
f∈F

wtf,z,−∑
f w

t
f,z,−

·`tf,z,+−
∑
f∈F

wtf,z,+∑
f w

t
f,z,+

·`tf,z,+ and αtz,− defined similarly. Thus the expected

total loss of the algorithm is:

E[L] ≤ (1 + η)Lf + 4
ln d

η
+ α (1)

where α =
∑
z∈{A,B},y∈{+,−} qz,y

∑
tα

t
z,y

Theorem 0.2: Fairness Bound
In the stochastic setting, there exists qA,− and qB,− such that the absolute difference in FPR can be bounded as:

Ex,y,z

[
E[LA,−]
CA,−

−
E[LB,−]
CB,−

]
≤ (1 + η − γ(η))Ex,y,z

[
Lf∗(B,−),B,−

CB,−

]
+ ε(1 + η)+(

qA,− ·
∑
tα

t
A,−

p · (1− µA,+) · T
−

qB,− ·
∑
tα

t
B,−

(1− p) · (1− µB,+) · T

)
(2)

Optimal Balance Between Regret and Fairness

At each round, we solve the following optimization problem to minimize the
fairness and regret upper bound:

q∗ = arg min
q
||λ(Aq− b)||2 (3)

where λ is a vector of balancing the importance of equalized FPR, equalized
FNR and regret that can be provided on a case-by-case basis based on
different potential applications.

Experiments

The set of classifiers F in our hypothesis sets are as follows: Logistic
Regression (LR), Linear SVM (L SVM), RBF SVM, Decision Tree (DT),
Multi-Layer Perceptron (MLP). We pre-trained each classifier for each trial by
splitting the data set, with 70% for training and 30% for testing. During the
simulations, the examples in the testing set arrived one by one. We compare
with [1], which achieves equalized error rates by running seperate instance of
MW algorithm for each sensitive group.
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(a) Regret for Adult
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(b) Regret for German
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(c) Regret for Compass

0 5000 10000 15000 20000 25000
round

0.000

0.025

0.050

0.075

0.100

0.125

0.150

0.175

0.200

|F
PR

A
FP

R B
|

adult
Group-Aware MW
Fairness-Aware RMW (Ours)

(d) Diff in FPR for Adult
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(e) Diff in FPR for German
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(f) Diff in FPR for Compass
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(g) Diff in FNR for Adult
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(h) Diff in FPR for German
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(i) Diff in FPR for Compass

Conclusion

I Improvement in fairness both in terms of equalized FPR and FNR, along
with a small increase in regret

I Randomization help overcome biases of experts
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