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Introduction 
The exponential rise of social media and digital news in the past decade 
has had the unfortunate consequence of escalating what the United 
Nations has called a global topic of concern: the growing prevalence 
of disinformation. [1]
Given the complexity and time-consuming nature of combating 
disinformation through human assessment, one is motivated to explore 
harnessing AI solutions to automatically assess news articles for the 
presence of disinformation. A valuable step towards automatic 
identification of disinformation is stance detection. 

Training Set Test Set
Claim-Article Pairs (#) 49,972 25,413

Unrelated (%) 73.13 72.20
Discuss (%) 17.83 17.57
Agree (%) 7.36 7.49

Disagree (%) 1.68 2.74

Method Weighted Accuracy (%) Accuracy (%)
Riedel et al. [7] 81.72 88.46

Hanselowski et al. [8] 81.97 89.48
Baird et al. [9] 82.02 89.08
Bhatt et al. [10] 83.08 89.29

Borges et al. [11] 83.38 89.21
Zhang et al. 2018 [12] 86.66 92.00

Wang et al. [13] 86.72 82.91
Zhang et al. 2019 [14] 88.15 93.50

Proposed Method 90.01 93.71

Dataset 
Fake News Challenge, Stage 1 (2017) [3] 
Estimate the stance of an article with respect to a claim. 
Data derived from Emergent dataset [4], sourced from 
the Emergent Project [5], a real-time rumour tracker 
created by Tow Center for Digital Journalism at Columbia.

Methodology
- RoBERTaBASE pre-trained model on five English-language corpora (>160GB)
- Tokenize input with byte-level byte-pair-encoding, add special tokens
- Trim or pad claim or article (longest first) to fit maximum sequence length of 512
- Train for three epochs with learning rate of 2e-5, weight decay of 0.1, batch size of 8
- Trained on one NVIDIA 1080Ti using HuggingFace’s transformers library [6]

Results 

Number of Token in Example Accuracy (%) Number of Examples
<129 92.05 2,904

129-256 93.90 3,606
257-384 95.07 6,328
385-512 95.11 4,763

>512 92.23 7,812
All 93.71 25,413
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Table 1: Statistics of the FNC-I Dataset

Table 2: Performance of various methods on the FNC-I benchmark. First and second 
groups are methods introduced during and after the challenge period, respectively.

Table 3: Effect of claim-article pair sequence length of FNC-I test set on classification 
accuracy of RoBERTa model, with a maximum sequence length of 512.

Figure 1: Automated Fact-Checking Process

Claim Verification
Combine stance and reputation 

information to determine the 
truthfulness of the claim 

A fourth grader named Aiden Steward  Friday, after school officials determined 
he had threatened to use his magic ring to make another boy disappear.

Here are the particulars, from The Odessa American:

His father, Jason Steward, said the family had been to see "The Hobbit: The 
Battle of the Five Armies" last weekend. His son brought a ring to his class at 
Kermit Elementary School and told another boy his magic ring could make the 
boy disappear.

Steward said the principal said threats to another child's safety would not be 
tolerated ‚Äì whether magical or not. Principal Roxanne Greer declined to 
comment on the matter.

"All student stuff is confidential," Greer said. She referred a call from the Odessa 
American to Kermit ISD Superintendent Bill Boyd, who did not return a phone 
call.
The New York Daily News followed up with the Stewards.

"I assure you my son lacks the magical powers necessary to threaten his friend's 
existence," the boy's father told NYDN. "If he did, I'm sure he'd bring him right 
back."

A fourth grader named Aiden Steward was suspe Friday, after school officials 
determined he had threatened to use his magic ring to make another boy 
disappear.

Here are the particulars, from The Odessa American:

His father, Jason Steward, said the family had been to see "The Hobbit: The 
Battle of the Five Armies" last weekend. His son brought a ring to his class at 
Kermit Elementary School and told another boy his magic ring could make the 
boy disappear.

Steward said the principal said threats to another child's safety would not be 
tolerated ‚Äì whether magical or not. Principal Roxanne Greer declined to 
comment on the matter.

"All student stuff is confidential," Greer said. She referred a call from the Odessa 
American to Kermit ISD Superintendent Bill Boyd, who did not return a phone 
call.
The New York Daily News followed up with the Stewards.

"I assure you my son lacks the magical powers necessary to threaten his friend's 
existence," the boy's father told NYDN. "If he did, I'm sure he'd bring him right 
back."

A fourth grader named Aiden Steward was suspended Friday, 
after school officials determined he had threatened to use 
his magic ring to make another boy disappear.

Here are the particulars, from The Odessa American:

His father, Jason Steward, said the family had been to see 
"The Hobbit: The Battle of the Five Armies" last weekend. 
His son brought a ring to his class at Kermit Elementary 
School and told another boy his magic ring could make the 
boy disappear.

Steward said the principal said threats to another child's 
safety would not be tolerated‚ whether magical or not. 
Principal Roxanne Greer declined to comment on the matter.

"All student stuff is confidential," Greer said. She 
referred a call from the Odessa American to Kermit ISD 
Superintendent Bill Boyd, who did not return a phone call.
The New York Daily News followed up with the Stewards.

"I assure you my son lacks the magical powers necessary to 
threaten his friend's existence," the boy's father told 
NYDN. "If he did, I'm sure he'd bring him right back."

Texas Boy Suspended For 
'Threatening' Classmate 

With The One Ring

Document Retrieval
Gather relevant articles regarding claim from a 

variety of sources 

Stance Detection
Determine the position of an article with 

respect to a claim in categories:
{agree, disagree, discuss, unrelated} 

Reputation Assessment
Determine the trustworthiness of each article by 

analyzing its linguistics, source, history, etc.
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Ethical Considerations
Limitations: 
• Trained solely on claims and articles in English, from 

Western-focused media outlets
• Not designed to deal with satire
Risks:
• Codification of unintended biases (gender, racial) into 

contextual word embeddings through biased pre-training 
methods, finetuning on FNC-1 dataset [15] 

• Prone to adversarial attacks [16]
Unintended Negative Outcomes:
• Interpreted as a definitive answer, rather than an estimate 

of veracity – individuals defer own judgement to algorithm
• Malicious actors selectively promote claims misclassified by 

model but adhere to their own agendas

Figure 3: Confusion matrix for proposed 
method. 

Maximum 
Number of 

Tokens

Weighted 
Accuracy 

(%)

Accuracy 
(%)

128 89.52 93.46
256 89.54 93.48
512 90.01 93.71

Table 4: Effect of maximum sequence length of 
RoBERTa model on weighted accuracy and 

classification accuracy. 

Weighted Accuracy (%) = 0.25 × Accrelated + 0.75 × Accstance
where: Accrelated - binary accuracy across related {agree, disagree, discuss} and unrelated claim-article pairs

Accstance - accuracy for claim-article pairs in related classes only

Claim

Contributions
• Developed a large-scale language model for stance detection via transfer 

learning of a RoBERTa deep bidirectional transformer model [2] with 
claim-article pairs via pair encoding with self-attention

• State-of-the-art results on Fake News Challenge, Stage 1 benchmark [3]

Agree: 0.80
Disagree: 0.08
Discuss: 0.10

Unrelated: 0.02

Figure 2: RoBERTa Model Training Setup
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Proposed Implementation
• Validate with journalists and professional fact-checkers
• Develop simple browser plug-in to assist individuals to stay 

informed citizens


