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INTRO  
•  It is common for models to be used on multiple tasks. 
•  This is concerning for machine learning fairness. 
•  Traditionally domain adaptation is used when the 

distribution of training and validation data does not 
match the target distribution. 

•  We ask the question: if the model is trained to be “fair” 
on one dataset, will it be “fair” over a different 
distribution of the data? 

 
CONTRIBUTIONS 
1.  We provide theoretical bounds on transferring 

equality of opportunity and equality of odds metrics 
across domains and discuss the insights gained from 
these bounds. 

2.  We offer a general, theoretically-backed modeling 
objective that enables transferring fairness across 
domains. 

3.  We demonstrate when transferring machine learning 
fairness works successfully, and when it does not, 
through both synthetic and realistic experiments. 

 
THEOREM 
 
 
 
 
 
 
 
 
 
 
 
 
 
IMPLICATIONS 
Each relevant subspace in the source and target space 
should be “close” (for instance the negatively labeled 
minority in the source should be “close” to the negatively 
labeled minority in the target). Additionally, the model 
should have enough capacity to perform in both domains. 
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GENERAL MODEL 
•  Using the theorem we provide a general model 

described in the figure below. 
•  A loss function can be defined as follows 

•  The first term is the loss for the given task (green 
task head). 

•  The second term minimizes the difference between 
sensitive groups in the source domain using MMD 
(red fairness head). This term minimizes the first 
term in Theorem 1: 

•  The final term minimizes the difference between the 
source and target domain using MMD (orange 
transfer head). The term minimizes the second two 
terms in Theorem 1 when balanced data is used: 
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Figure 5: At a high level, our general framework combines a
primary training objective, a fairness objective, and a transfer
objective to improve fairness goals in a target domain. Table
1 provides mathematical details for different configurations.
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RESULTS 


