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ABSTRACT
Recent statistics in suicide prevention

show that people are increasingly posting
their last words online and with the unprece-
dented availability of textual data from so-
cial media platforms researchers have the
opportunity to analyse such data. Further-
more, psychological studies have shown that
our state of mind can manifest itself in the
linguistic features we use to communicate.
In this paper, we investigate whether it is
possible to automatically identify suicide
notes from other types of social media blogs
in a document-level classification task. We
present a learning model for modelling long
sequences, achieving an f1-score of 0.84 over
the baselines of 0.53 and 0.80 (best competing
model). We also show through visualisations
which features the learning model identifies.

INTRODUCTION
• The use of social media platforms has

become part of everyday life and there
is increasing evidence that social media
can influence both suicide-related be-
haviour and other mental health con-
ditions.

• Whilst there are efforts to tackle sui-
cide and other mental health condi-
tions online by social media platforms,
there are still concerns that there is not
enough support and protection, espe-
cially for younger users.

• This has led to a notable increase in re-
search of suicidal and depressed lan-
guage usage [9], triggering the devel-
opment of new healthcare applications
that aid detection of concerning posts
on social media platforms [8].
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CONCLUSION
We have introduced the Dilated LSTM with ranked units and shown that the learning

model is able to successfully distinguish suicide notes from other types of corpora. Therefore
demonstrating that accurate classification is possible solely on linguistic patterns in this type
of textual data. However, additional research is needed to understand if, for example, these
language patterns generalise over larger datasets and which role emotions expressed in textual
data could help further to identify suicidal ideation. Given further research is conducted such
work could be useful in a number of scenarios, including but not limited to assessing the
seriousness of a suicide attempt in a clinical setting, distinguishing forged from genuine notes
or help suicide prevention charities in flagging up emails that indicate high risk of suicide.

LEARNING MODEL
Dilated LSTM with ranked units Each document D contains i sentences Si, where wi rep-
resents the words in each sentence. Firstly, we embed the words to vectors through an em-
bedding matrix We, which is then used as input into the dilated LSTM. The most important
part of the dilated LSTM is the dilated recurrent skip connection, where LSTM
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Figure 1: A 2-layer dilated LSTM with
ranked units and attention layer.

s(l) is the skip length; or dilation of layer l;x
(l)
t

as the input to layer l at time t; M and L denote di-
lations at different layers: s(l) = M (l−1), l = 1, . . . L.

The dilated LSTM alleviates the problem of
learning long sequences, but not each document
has the same sequence length, so in order to over-
come this variability we provide fixed boundaries
to each layer by reducing the number of hidden
units per sub-LSTM hierarchically. Therefore larger
sub-LSTMs focus on learning long-term dependen-
cies, whilst smaller sub-LSTMs focus on more fre-
quently occurring short-term dependencies.

Attention Layer We extended the earlier imple-
mentation with an attention mechanism ATTEN-
TION, using attention to find words that are most
important to the meaning of a sentence at document
level. We use the output of the dilated LSTM as di-
rect input into the attention layer, where O denotes
the output of final layer L of the Dilated LSTM at
time t+1.

EXPERIMENTS AND RESULTS

Model Aver. Precision Aver. Recall Aver. F1-score
Maximum Entropy 0.763 0.60 0.53
LSTM 0.50 0.46 0.30
BiLSTM 0.83 0.76 0.74
BiLSTM Attention 0.84 0.81 0.80
DLSTM Attention 0.82 0.81 0.81
DLSTM ranked units 0.89 0.84 0.84

Table 1: F1-score of different learning models in %

DATA AND VISUALISATION

Figure 1: Attention weights (Suicide Note)

Data We used 211 ’neutral’ posts
[2], 211 suicide notes [4, 5] and 211 de-
pressed notes [1] for our experiments.


