
Discussions                                                                                                                  

1. KVQA dataset was solely produced by blind; isn’t there any subject
bias or data imbalance within the dataset that can possibly limit the
proper training of VQA model?

2. If the dataset is opened for commercial use, how far the original
purpose of sharing social good to people with disabilities be tainted?

3. What level of AI technological advancement is expected, so that
people with disabilities use the technology in spite of privacy tradeoff?

Introduction

The United Nations adopted Sustainable Development Goals (SDGs) to be
achieved by all member states until 2030. One of the principles underlying
SDGs originated from the issue of human rights. According to the Universal
Declaration of Human Rights, every human being is born free and entitled to
all rights regardless of his or her race, color, sex or another status.

In this vein, we approached to use an existing Visual Question Answering
(VQA) technology to assist people with disabilities. At 2018 ECCV, we
participated in the VizWiz Grand Challenge: Answering Visual Questions from
Blind People and achieved 2nd place with our Bilinear Attention Networks
(BAN). In 2019, we initiated a project to collect VQA Dataset created by
Korean Blind.

Methodology                                                                                                                  

We benchmark the VizWiz dataset creation process. Whereas, our target
period for data collection is six months while maintaining the quality of data
as well as the diversity of answer types. Our protocol used in data collection
was reviewed by a law firm to avoid infringement of privacy.
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Subject

We recruited 143 blind people (58% male, 41% female as of August 2019) 
from regional welfare centers, schools, and unions for the blind, research 
institute and braille libraries. We reward each participant for a valid pair of 
a captured image and corresponding questions.

Collecting device and application

We develop a data collection tool for Android and iOS to take advantage
of the camera-equipped mobile devices.

Participants require to input personal information and agree to our
consent to proceed. We request to have a single answer for each question
in order to avoid ambiguity.

Annotation

We collect 10 answers from 10 different annotators per question, using a
web-based annotation system.

Anonymizing and filtering

We notify that submissions will be excluded if the image contains specific
individual or location, adult content, or any personal information. We also
eliminate the metadata from collected images to prevent privacy exposure.

KVQA Dataset Collection Statistics Dashboard (As of Nov 14)

Post processing

We correct simple syntax errors and leave the polite expression in
Korean for the diversity of question forms.

Statistics as of October 2019

We have collected 30,031 pairs of image and question, and 300,310
answers. The dataset consists of four types of answers, Yes/No
(6.74%), Number (6.76%), Other (68.71%) and Unanswerable
(18.33%).

Model

We use BAN as our baseline model. The hidden size and the number
of glimpses are 512 and 8 respectively. To evaluate the VQA
performance, we use 5-fold cross validation.

Results                                                                                                                      

The table shows the performance of VQA models for different word
embeddings.

Among the word embeddings, fastText (Piotr et al., 2017) achieved the
best performance.
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