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Abstract

Predictive models are used by public employment services to forecast registrants’
risk of becoming long-term unemployed, and to develop proactive, preventative
interventions to help them develop their skills and find work. Traditionally, simple
statistical models are used due to their interpretability. However, we found that
even simple models may not be understandable by the case workers who use them,
defeating the performance/complexity trade-off to the detriment of individuals
at risk. Recent advances in model explainability yield the possibility of using
more accurate predictive models while at the same time providing understandable
and actionable explanations. We compare the predictive precision of simple and
complex models, and use SHAP (SHapley Additive exPlanations) values to provide
informative risk scores and actionable recourse to assist case workers in helping
at-risk individuals to understand which factors contribute to their risk.

1 Introduction

Long-term unemployment (LTU) is defined by Eurostat as a consecutive period of 12 months or
longer of being unemployed while actively seeking work. In 2018, Portugal has the 6th highest rate
of long-term unemployment in Europe [1]. Women, older workers, and people with disabilities are
disproportionately affected, leading to increasing social and income inequalities, resulting in what
the OECD calls a "broken social elevator" [1].

LTU risk prediction and profiling systems [2] have been widely implemented, e.g. in the United
Kingdom [3, 4], Ireland [5, 6], Germany [7], the Czech Republic [8], the United States [9], and
elsewhere. Traditionally, logistic regression models have been used, owing to their simplicity and
interpretability. However, simplistic interpretable models can lead to unintended consequences for
individuals who are classified incorrectly. As such, a design trade-off which was originally intended to
protect people may, in some cases, do more harm than good. Furthermore, despite being interpretable
in theory, these models are not always presented in an understandable way to counselors, thus losing
the major benefit of using these algorithms.1 There is also a risk that counselors may place excessive
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trust in the algorithm and not question its decisions, or not trust it at all and ignore it altogether
[10, 11], rendering these systems ineffective.

Recent efforts in opening up "black box" algorithms [12, 13] now enable the use of more complex
machine learning models in domains where accountability and transparency are critical to human
well-being. In this paper, we explored the use of one such explainability framework, SHapley Additive
exPlanations, which provides explanations for each individual about which factors contribute to
increasing or decreasing their risk score – feedback which can lead to better personalised interventions.

In the EU, GDPR [14] introduced a "right to explanation" which requires automated decision
systems to be made explainable to the people whom they make decisions about. However, the
comprehensiveness of this mandate is contested [15] and some believe that it is insufficient for
providing stakeholders with the necessary level of understanding to truly comprehend these systems’
reasoning [16, 17, 18]. Nevertheless, tools for enlightening algorithmic decisions exist, such as the
explanation framework used in the present work. Such explanations may help individuals understand
what factors contribute to their LTU risk, and can thus be offered as constructive feedback to aid in
remedying their situation ("gaming the system" [19]). Crucially, counterfactual explanations may
provide individuals with actionable recourse for changing their prospects in light of their profiling
[20, 21].

Specifically, within the context of this study, career counselors draft a Personal Development Plan
(PDP) together with the registrant. The counselor aggregates feedback from conversations with the
registrant as well as from their digital profile, which includes an LTU risk score. The LTU risk score
is just one component of the overall decision making process, and does not automatically assign a
PDP to an individual without the oversight of their counselor, though it may be used to suggest certain
PDPs over others. As such, our proposal is a decision support tool (DST) within a human-in-the-loop
(HITL) system, involving a high level of caseworker discretion [2].

2 Data

We obtained data from the Portuguese National Institute of Employment and Professional Develop-
ment (IEFP), describing the professional backgrounds and sociodemographic profiles of 3.5 million
people registered between 2007-2017, along with transactional records regarding their interactions
with the institute (training courses undertaken, job interviews and job offers received, their attendance
to such interventions, etc.). The internal features are listed on Table 1. At each interaction, an
individual’s state within the system is updated (possible states include: registered; changed category
(changed from employed to unemployed or vice-versa); occupied; and unregistered.

In order to represent the economic backdrop against which these interactions took place, we also
gathered publicly available macroeconomic indicators from various sources. Firstly, nationwide
socioeconomic indicators (reported yearly, quarterly, or monthly) were obtained from PORDATA [22].
Additionally, biannual data at the level of municipalities were also obtained from PORDATA [23].
Finally, 2011 census data [24] were used to capture the differences across parishes.

Table 1: Internal features.
Demographic Geographic Professional Transactional

Age Region Employment status Registration duration (current)
Gender Municipality Current industry [25] Registration duration (total)
Nationality Neighborhood Desired industry [25] Motivation (proxies) 2

Civil status Urban/rural Unemployment subsidy Previously had a PDP
# Dependents Social welfare # interventions (last 1/3/5 years)
Education Seeking part/full-time Job offers received
Disability Experience (time) Job offers declined

1In interviews with career counselors, the authors learned that some counselors don’t understand the current
risk score report and thus ignore it altogether when developing an individual’s Personal Development Plan.

2In interviews conducted by the authors, counselors described that a person’s apparent interest or motivation in
the process was a significant factor in their decision making process. Lacking this information, we approximated
individuals’ motivation by their unregistration motives.
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Figure 1: Unemployed registrants by gender. Figure 2: Dashboard showing an individual’s
risk score, contributing factors, and risk score
history.

2.1 Bias & fairness

There are intrinsic systemic biases reflected in the original data, particularly due to age, gender, and
disability status. Long-term unemployment is especially prevalent among older workers, who find
it difficult to reintegrate into the workforce after losing their job. This can adversely affect their
pensions, and thus reduce their quality of life [26]. There are also consistently more women than
men registered at the institute (figure 1), and proportionately more women were LTU than men at any
point between 2007-2017. Individuals with disabilities are also at a much higher risk of being LTU.

Protected categories (age, gender, nationality, disability status, marital status)[27, 28] are kept in the
model to allow for bias auditing and for future comparisons to human-only decisions. Specifically,
the model should ideally achieve parity on both false negatives and false positives, across protected
categories. False negative parity would ensure that all individuals who require additional assistance
are not discriminated against by the system. False positive parity will ensure that no particular group
of people is disproportionately led towards more intensive PDPs than they need.

3 Methods

3.1 Representation

Individuals were represented in monthly time-stamped snapshots describing their current and histori-
cal information at that point in time (e.g. current age, cumulative sum of past interventions, etc.) At
each snapshot, the target label indicated whether or not the individual would be LTU 12 months in the
future. A risk score is generated at the moment an individual first registers, or re-enters the system.

3.2 Temporal Cross-Validation, Evaluation, & Model Selection

In order to evaluate how well the model was able to predict future labels, we per-
formed temporal cross-validation, splitting folds of [t0, t0 + N train] years for training, and
[(t0 +N train) + 1, (t0 +N train) + 1 +N test] for testing, where t0 is the first year of the training
set, N train and N test are the number of years in the train and test sets respectively, and +1 ensures that
the train set always precedes the test set. Temporal cross-validation was performed over the years
2007-2014 for model tuning, and finally, the models were retrained on the entire set [2007, 2014] and
tested on [2015, 2016] for model evaluation. Data were pre-processed to remove new entries during
the final year of the test sets (i.e. new registrations in that year; existing & continuing registrations
were preserved) to account for the fact that an individual that enters in the final year of the set would
not have a consecutive 12 month period in which to possibly become LTU.

Due to IEFP’s limited resources, models were evaluated according to their precision at K people,
with K = 10% (of the total population in the corresponding dataset), in order to ensure that the
individuals with the highest risk score were most precisely profiled. This way, IEFP can ensure that
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Figure 3: National model comparison. Figure 4: Regional model comparison.

their resources are going to help those who need them most. To ensure robustness across time, the
final model was chosen to minimise the coefficient of variation, σ

|µ| , of P@K, across temporal folds.

3.3 Model Explainability

SHAP values [12] are a form of additive feature attribution method which attribute the effect of
individual features on a model’s final output. Feature attributions for a complex model are found
by building a simpler explanation model which approximates the behaviour of the original model.
Feature attributions are then calculated by toggling features on/off, and observing their effects on
the model’s output. SHAP values explain a model’s factors for each individual, rather than just
providing an overall feature importance for the whole population. Furthermore, SHAP values are
model-complete [29] and have been shown to be consistent with human intuition [12].

4 Results

Figure 3 shows the precision and recall curves for logistic regression, random forest and XGBoost
models trained on the nationwide data. XGBoost outperforms logistic regression (the current state
of the art in LTU risk profiling) consistently. The random forest model was outperformed by both.
Figure 4 shows that training separate models stratified by region can achieve a similar precision curve
but a sharper recall curve. (NB. NCM corresponds to a single regional aggregate model for the North,
Center and Metropolitan Lisbon Area regions.) The baselines are the LTU rates of the datasets.

A dashboard (figure 2) shows an individual’s current risk score along with its historical values. It
also shows a personalised list of important contributing factors to LTU risk, provided by SHAP. Red
indicates factor that increase risk while green indicates factors that decrease risk.

5 Conclusion

Algorithmic systems for decision making and decision support are increasingly being used in govern-
ment and public institutions [30]. It is important that decisions made by these systems be interpretable
by those who manage them (public servants, case workers, etc.) and that they provide actionable
recourse for the individuals whom they are making those decisions about or for. While it is unrealistic
to require public-facing civil servants to understand the inner-workings of a predictive algorithm, we
should facilitate their understanding of these systems’ ultimate decisions. Trust in these systems is
also crucial if the users are to actually use system output, and not just ignore it.1

In this paper, we discussed how algorithmic decision support tools can be used to predict individ-
uals’ risk of becoming long-term unemployed while providing decision explanations that can be
understood by a non-technical human agent. We showed that while simple models such as logistic
regression can achieve reasonable precision, more complex models, such as XGBoost, yield improved
performance. We used SHAP values to measure personalised feature attributions and designed an
analytics dashboard to present the results in an understandable format for case workers (figure 2).
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